
Math/CS 466/666 Midterm Version A Solutions Written Part

1. Let A ∈ Rd×d and x ∈ Rd. Define the vector and corresponding matrix norms as

∥x∥ =
d∑

i=1

x2
i and ∥A∥ = max{ ∥Ax∥ : ∥x∥ = 1 }.

Prove that ∥A∥ = ρ(B)1/2 where B = AtA and ρ(B) = max{ |λ| : det(B−λI) = 0 }.
Since B is real and symmetric, the spectral theorem implies there is an orthonormal basis
ξi of R

d consisting of eigenvectors xi with eigenvalues λi such that

Bξi = λiξi for i = 1, . . . , d and ξi · ξj =
{
1 for i = j
0 for i ̸= j.

Let x ∈ Rd. Since the ξi form a basis, then there exists ci ∈ R such that

x =
d∑

i=1

ciξi.

Since the ξi are orthonormal, then

∥x∥2 = x · x =
( d∑

i=1

ciξi

)
·
( d∑

j=1

cjξj

)
=

d∑
i=1

d∑
j=1

cicjξi · ξj =
d∑

i=1

c2i .

Moreover,

∥Ax∥2 = Ax ·Ax = AtAx · x = Bx · x = B
( d∑

i=1

ciξi

)
·
( d∑

j=1

cjξj

)

=
( d∑

i=1

ciBξi

)
·
( d∑

j=1

cjξj

)
=

( d∑
i=1

ciλiξi

)
·
( d∑

j=1

cjξj

)
=

d∑
i=1

λic
2
i .

Since ∥Ax∥2 ≥ 0 and the ci’s are arbitrary, then the above equality implies λi ≥ 0. Thus,
we may assume that the λi’s have been ordered such that

0 ≤ λ1 ≤ · · · ≤ λd.

Now

∥A∥ = max{ ∥Ax∥2 : ∥x∥2 = 1 }1/2 = max
{ d∑

i=1

λic
2
i :

d∑
i=1

c2i = 1.
}1/2

.

This shows that ∥A∥ is the maximum over all weighted averages of the λi’s. Since the
weighted average is never greater than the maximum, it follows that

∥A∥ ≤ max{λi : i = 1, . . . , d }1/2.

Moreover, since the maximum is obtained by choosing ci = 0 for i < d and cd = 1 we
obtain

∥A∥ = max{λi : i = 1, . . . , d }1/2 = max{ |λi| : i = 1, . . . , d }1/2

= max{ |λ| : det(B − λI) = 0 }1/2 = ρ(B)1/2.
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2. Let B ∈ Rd×d be a positive symmetric matrix.

(i) State the power method for finding the spectral radius ρ(B)

Let y0 ∈ Rd be chosen so that it doesn’t lie in any strict eigen-subspace of B. Define

xk = yk/∥yk∥ and yk+1 = Bxk for k = 0, 1, 2, . . . .

Then yk+1 · xk → ρ(B) as k → ∞.

(ii) Prove that the power method converges to the spectral radius.

Let the eigenvectors ξi and eigenvalues λi of B be given as in part (i). Define p such that

λi < λd for i < p and λi = λd for i ≥ p.

Choose y0 ∈ Rd at random. With probability 1 it follows that y0 is not in a strict eigen-
subspace of B. Therefore

y0 =
d∑

i=1

ciξi where ci ̸= 0 for i = 1, . . . , d.

By definition x0 = y0/∥y0∥ and consequently

y1 = Bx0 = B
d∑

i=1

ciξi/∥y0∥ =
d∑

i=1

ciBξi/∥y0∥ =
d∑

i=1

ciλiξi/∥y0∥.

Therefore

x1 = y1/∥y1∥ =
d∑

i=1

ciλiξi/
∥∥∥ d∑

i=1

ciλiξi

∥∥∥.
By induction, it follows that

xk =

d∑
i=1

ciλ
k
i ξi/

∥∥∥ d∑
i=1

ciλ
k
i ξi

∥∥∥ and yk+1 =

d∑
i=1

ciλ
k+1
i ξi/

∥∥∥ d∑
i=1

ciλ
k
i ξi

∥∥∥.
Thus

yk+1 · xk =

∑d
i=1 c

2
iλ

2k+1
i∑d

i=1 c
2
iλ

2k
i

=

∑d
i=1 c

2
iλi(λi/λd)

2k∑d
i=1 c

2
i (λi/λd)2k

.

By the definition of p we have that

lim
k→∞

(λi/λd)
2k =

{
0 for i < p
1 for i ≥ p.

Consequently

yk+1 · xk →
∑d

i=p c
2
iλd∑d

i=p c
2
i

= λd = ρ(B) as k → ∞.


